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INTRODUCTION

J Question
Authorship Attribution

J Where?
Homeric Texts
Iliad
Odyssey
4/33 Homeric hymns

-] How?
Statistical Language Models - SLM
Long Short-Term Memory - LSTM

- Why?
Linguistic affinity of rhapsodies & hymns with Iliad/Odyssey
Classification of Odyssey/Iliad excerpts from:
Language models
Human annotators via questionnaire




QUESTIONS &

M

1. Are there rhapsodies in the Iliad and the Odyssey respectively that show more
linguistic affinity with the whole of the respective epic?

2. Are there rhapsodies in the Iliad and the Odyssey that deviate from the linguistic
style of the Homeric epics?

3. How linguistically similar are the Homeric hymns: "To Apollo", "To Aphrodite", "To
Demeter"” and "To Hermes" in Homeric epics?

4. Can artificial language models categorize excerpts from the Iliad and the Odyssey
into the respective epic more successfully than the human interpretation?
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v 2O mMm=TOXI

HOMERIC EPICS

ILIAD

[ATAX

My detde, ded, [Ininddew Aytiijoc
obAopévny, 1) popl’ Ayaroic diye’ Ednxe,
mohag & ipdipoug guyde Aidt Tpotadey
NpO®Y, adToLE 6 EALpLa TEDYE nOVETTLY
oiwvolal te oot Atog 8 €teheleto foudyy’
&€ o o1 T& TpdTa St T TN Epicavte
Atpeidng te dvak avdpodv nal dlog AytAiede.

ODYSSEY

OAYXXEIA

AvBpo pot gvvere, Moboo, ToAdTpoToy, 6 Ldho TOAAG
nAdyydn, éxel Tpolng lepdv mtoledpov Enepoe:
oGV 8 dvdparwy iBev dotea nal voov Eyvw,

oG 8" 6 Y v wovTw Tadey dAyea 6v rotd Jup.dy,
Gpvidpevos Ay te uymy nal véatov Etalpwy,

gAN" 003" G étdpoug éppboate, Epevie Tep:

adTdY Yap seetépnoty dtacdahinoy Ghovto,

wnmo, of xata folc Treploves Hehiowo

fiothov: adtdp 6 toicty depelheto vooTimoy Hurap.

«Dealing with the Homeric question since the time of
Friedrich August Wolf can be described as the most
controversial chapter of Lliterary research.» Albin LesRy

Why Homeric epics?
Object of deep reflection since antiquity.
Homeric question (19th c.)

Existence of the poet Homer and the authorship of the
epics (Latacz, 2000).

Composition of epics: performed by one or more

composers (Latacz, 2000).

In the 20th c. Many great works on Homer and new

translations of Homeric epics were published.

The Homeric question has not been resolved to date.



HOMERIC HYMNS

Homeric Hymns

Why Homeric hymns?

‘OunpLKot

In antiquity many works are attributed to

Homer including Homeric hymns(Latacz, 2000).

e whs w0

v m=TOXI
& %%%

"Yuvol
3 Alexandrian philologists seem to have removed
the collection from the poet's overall work

(Morris & Powell, 1997).

=sh la=mslid=l=iy =i - -
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HOMERIC EPICS AND HOMERIC HYMNS E

Metric poems in dactylic hexameter

Around the 8th c. BC, the composition of the Iliad

-UU / -WU / -UU / -UU / -UU / --

- = a long syllable [ U = a short syllable

Later with some time interval the composition of the Odyssey

Most Homeric hymns were composed during the Archaic period (6th-7th c. BC)

Some Homeric hymns are considered works of the Hellenistic period (323-30 BC)
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AUTHORSHIP ATTRIBUTION

1 What is?

= Issue of recognition of the author of an anonymous text or text whose
paternity is disputed (Love, 2002)

] History flashback
= 18th c. William Shakespeare
= 19th c. Platonic dialogues

= 20th c. Federalistic Papers

] Researches of 21st c.

= «Commentarii de Bello Gallico» Julius Ceasar (Kestemont et al., 2016)

" «Rhesus» Euripides (Manousakis & Stamatatos, 2018)

THE
FEDERALIST |
. PAPERS o

N. KONTOROVAOY
N ZADEIPIOY =N, & K. EAEOLIOYAOY

/9 |]>’r47 [ /j,“ =
MAATQNOZ AIAAOTO

DAIAQN

T
DE BELL
GALLICO

LATIN EDITION

Copighted Material




AUTHORSHIP ATTRIBUTION

) Fields of application

Plagiarism detection (Kimler, 2003)

Ny L]

Forensic Investigation (Chaski, 2005)

A
N/

Phishing (Gollub et al., 2013)

)

JHow is it determined?

= «stylistic features»

(Stamatatos, 2009)
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STATISTICAL LANGUAGE MODELS (SLM)

Statistical Language Models (SLM)

distribution of probabilities in word sequences

When?

“The color of lavender is purpl__ :

P(“e” | “The color of lavender is purpl__”) = ;

When the context is known (Jurafsky & Martin, 2000)

» character n-grams (Peng et al., 2003)

sequences of tokens [token
n = number of elements

n=1,2,3...

Mnviwv aede Bea IInAniddew AxIAN0G oVAOHEVTV

word, character, etc.] n=3

[pAv],
[6ea],

[w_a],
[Aou],

[Avi], [vuv],
[ea_], [a_n],
[_ax], [axi],
[ope], [unev],

[w_],
[_mn],
[X1A],
[evn],

[v_&], [_Ge], [Ge1l], [e18], [16e], [6e_], [€ 6], [_b¢g],
[mnA], [nAn], [Anil], [nia], [1a8], [ade], [bew], [ew_],
£1Aﬁ%, [Afo], [Rog], [og_], [g_o], [_o0], [oUA], [UAo],
vnv




NEURAL LANGUAGE MODELS
LONG SHORT-TERM MEMORY (LSTM)

Long Short-Term Memory (LSTM)
Recurrent Neural Network (RNN)

long duration of memory

Sequence of Characters
(550,121)

Embedding Layer LSTM Dense Dense Softmax
(55(}, 121, 4} . {1, 123) ’ (11 128} ’ (11 121} . (1, 121)

Figure 1. LSTM architecture implemented
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QUESTIONNAIRE FOR THE CLASSIFICATION

23 Human annotators - Philologists
5 undergraduate students of Philology
3 graduates of Philology
10 postgraduate students with undergraduate
studies of Philology

5 Teachers of Philology in secondary education

20 excerpts

6 Iliad

6 Odyssey

2 To Apollo |

2 To Aphrodite I They were not

2 To Demeter classified by language
models

2 To Hermes

LIl

1. Q¢ pdro. THv & Yreplovidng Hueifeto wibo Peine ficdpor Suydtmp Afuntep dvaocn sibfostc- &1 vap
uEyo o Glowm 78 Eheuipe dyvoudiy mepl Tondl toveoptpn- obdE Tig dhiog aitiog dBavdtoy sl ui
vepEANTEPETE Ze0g.0g v EdoK Ay Bulepiy ke fobol doty odTokectviTe- O & 0md Zodoov fepdevie
Gpmiies Mmoo wyey uepdhe idyovooy. alid. B2d, Ketdmous pévoy voov- 008E T of Fpiudw altog
dmintov Epewe yohov- ol Tot dawh|s vaubpds v dbavarow olvonudviop Adoveds abtoxaciytos Kol
odudcmopos dpei 52 Tipny Elbayey do Th mpdta SudTpiye Seopdg EThyl Tols petoviieTdst Téy Elhaye

. iy
ROLpOVOC S0Vl

[ NAI(AAAL) = YES (ILIAD)

" Nal(OavEzEls) = YES (ODYSSEY)

7 Nal YES
(yoxt =NO

) anao = OTHER

*

Image 1. Indicative example of an excerpt from the Homeric hymn
“To Demeter”

The questionnaire which created for this Master thesis can be found at the following link : https://forms.gle/DA11AMQg4iRh2bx99
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DATA PREPROCESSING

Homeric epics

Tliad

Odyssey

o)

>

To Apollo

Homeric hymns
[4/33]

«Great Homeric
Hymns»

To Aphrodite

To Demeter

M.L. WEST, HOMERI ILIAS [BIBLIOTHECA SCRIPTORUM GRAECORUM ET ROMANORUM TEUBNERIANA]. STUTTGART-LEIPZIG: TEUBNER.
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To Hermes

P.VON DER MUHLL, HOMERI ODYSSEA, BASEL: HELBING & LICHTENHAHN, 1962: 1-456.
T.W. ALLEN, W.R. HALLIDAY, AND E.E. SIKES, THE HOMERIC HYMNS, 2ND EDN., OXFORD: CLARENDON PRESS, 1936.

The accents and diacritics?
1. Part of the spelling

2. An integral part of the
metric rules

TLG
TEI O
@)
1. Subtraction: punctuation
editorial symbols
2. Conversion lowercase
121 characters
(120 + space)
i a e Nt VDaPpyde(nNnbOBtL kAuv_~Eompepec ortwvv
X Vwi VDéovwaaaaadcdas ¢ ¢ 8 ¢& é&nnnnan
ANNI i1 T{{1l1l 00606660V DVIVVTwwh
COObaiNniov N NNANNG O daaann
NNiiiTU000 wowe
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APPROACHES

O

o Categories of Language Models

O

Experiments

Evaluation measurements

Authorship attribution with SLM

I

IT.

O,

Cyclical SLM’s
Cross SLM’s

Perplexity

@

Classification of Homeric texts

with SLM & LSTM

I. SLM-based classification

II. LSTM-based classification

III.Comparison of the category
I. & II. with excerpts from
the questionnaire, given to
human-annotators

° Fl-score
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AUTHORSHIP ATTRIBUTION WITH CYCLICAL SLM’S on

(CROSS VALIDATION)

24 IliadSLM & 24 O0dysseySLM (character-1vl)
Each SLM was trained in a different subset

of rhapsodies crowd number of 23.

Each SLM was scored with the remaining one

24th rhapsody of the respective epic.

TRAINING SET
9.600 characters < beginning of each rhapsody

RATED TEXTS
20 random samples X 600 characters [Bootstrapping]

= Perplexity = Confidence
The most common Intervals
evaluation Safer estimate

measurement of of a parameter

a language of a population

model based on a
random sample
of that

14/30 population

Algorithm 1: SLM application in Iliad and Odyssey (circular)
The algorithm can be generalized to any language model, whether
statistical or neural.

Initialize Iliad_models as a list of 24 n-gram models where n = 3

Initialize Odyssey models as a list of 24 n-gram models where n = 3

Initialize Iliad_train as a list of all rhapsodies

Initialize Odyssey_train as a list of all rhapsodies

1. repeat from m=0 to m= 24, step=1

2o repeat from r=0 to r= 24, step=1

3. if m is equal to r:

4. continue

5o Train Iliad_models[m] using samples from Iliad_train[r]

6. Train Odyssey models[m] using samples from Odyssey_train[r]
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AUTHORSHIP ATTRIBUTION WITH CYCLICAL

SLM’S (CROSS VALIDATION)

Confidence Intervals lliadSLM’s with lliad rhapsodies
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AUTHORSHIP ATTRIBUTION WITH SLM D
CROSS MODELS /\;

1 IliadSLM & 1 OdysseySLM (character-1vl) TiadSLM OdysseySLM
The IliadSLM trained in the 24 rhapsodies of the Iliad and

was graded with each rhapsody of the Odyssey.

The OdysseySLM trained in the 24 rhapsodies of the Odyssey and ” ”
graded with each rhapsody of the Iliad. el m@$§5°f

TRAINING SET iL iL

9.600 characters < beginning of each rhapsody

ABTAEZ
HOIEAM
NEQIIPE
TYexX¥a

afyésind
itxdlpvion
POTIVOLY G

RATED TEXTS
20 random samples X 600 characters [Bootstrapping]

Figure 2. Cross evaluation

Perplexity

<:::> Confidence Intervals
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AUTHORSHIP ATTRIBUTION WITH SLM < Homeric epics

CROSS MODELS

Confidence Intervals OdysseySLM with lliad rhapsodies Confidence Intervals lliadSLM with Odyssey rhapsodies
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AUTHORSHIP ATTRIBUTION

WITH

Confidence Intervals lliadSLM with Homeric Hymns

To Hermes —
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DISCUSSION ON AUTHORSHIP ATTRIBUTION WITH

The hymn "To
Aphrodite" is often
considered by
scholars to be the
most Homeric of all
the other hymns,
because it is close
to the Homeric
epics in terms of
poetic language,
style and theme.

(Morris kai Powell,
1997)

SLM

Odyssey Rhapsodies

O O EQ o@a B O3 X8 E M A e

Confidence Intervals lliadSLM with Odyssey rhapsodies
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DISCUSSION ON AUTHORSHIP
ATTRIBUTION WITH SLM

Cyclical IliadSLM’s
Rhapsody “0” of Iliad
Deviated “E” of Iliad

Which rhapsodies and hymns
showed the greatest
linguistic similarity?

Cyclical OdysseySLM’s
Rhapsody “B” of Odyssey
Deviated “p” of Odyssey

Iliad Cross model
Rhapsody “6” of Odyssey O
Deviated “p” of Odyssey ‘
Homeric Hymn “To Aphrodite”

Deviated “To Hermes”

Which rhapsodies and
which hymns diverged
linguistically?

Odyssey cross model
Rhapsody “T” of Iliad

Deviated “N” of Iliad OQ

Homeric Hymn “To Aphrodite”
Deviated “To Apollo”
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CLASSIFICATION OF HOMERIC TEXTS WITH SLM AND LSTM
COMPARISON OF LANGUAGE MODELS WITH HUMAN-ANNOTATORS

Language systems Human-annotators

SLM & LSTM

e

0 = Odyssey 1 = Iliad
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CLASSIFICATION OF HOMERIC TEXTS WITH SLM AND LSTM

2 SLM & 2 LSTM (character-1vl)

Algorithm 2: Binary classifier
This function returns a tag of @ or 1, depending on the class predicted

1 IliadSLM & 1 OdySSGySLM to belong to the given quote.

1. Function classify(Iliad_model, Odyssey model, text):

1 I1liadLSTM & 1 OdysseyLSTM
2. Set PPL_O equal to Perplexity(Odyssey model, text)

3. Set PPL_I equal to Perplexity(Iliad_model, text)
TRAINING SET ’

4, if PPL_O is less than PPL_I:
9.600 characters < beginning of each rhapsody

Bo return “0” <—— Odyssey
removal of rhapsody of the questionnaire G.i else
7. return <17 &— Iliad

6 rhapsodies from Iliad [“T”, “©”, “K”, “A”’, “0” & “0”]

6 r\hapsodies _From Odyssey [ﬂ'v)), ﬂ':)}) “’K”, “’V”, (fo)) & (fq)))]

EVALUATED TEXTS

. v — = F1-SCORE € [0,1]
6 Iliad excerpts "y : Y| = 1 if all excerpts are
6 Odyssey excerpts Questionnaire v — classified correctly
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CLASSIFICATION OF HOMERIC TEXTS WITH
COMPARISON WITH HUMAN-ANNOTATORS

Fl-score

10 A

0.8 1

06

04

0.2

0o -

| lliad F1-score
] Odyssey F1-score

F1-score for lliad and Odyssey excerpts

Human-annotators

SLM

LSTM

SLM AND LSTM

LSTM
SLM

Human-annotators

Iliad Fl-score
1.00
0.80
0.76

Odyssey Fl-score
1.00
0.86

0.75




CLASSIFICATION OF HOMERIC TEXTS WITH SLM AND LSTM

COMPARISON WITH HUMAN-ANNOTATORS

10 4

08

@ -
£ 06

04 4

02+

o0 -

Mean of F1-score of human-annotators and Language systems

El E E} B E: B Ef EZ E2 EID Ell E12 EL3 El4 Els EI6 EI7 El& E1% E20 SLM E21 EZ22 E23 LSTM
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(l!.l

Overall performance of
human-annotators Fl-score,
SLM and LSTM for the Iliad
and Odyssey excerpts of the

questionnaire




CLASSIFICATION OF HOMERIC TEXTS WITH SLM AND LSTM
COMPARISON WITH HUMAN-ANNOTATORS

|

Mean of F1-score of human-annotators and Language systems

10 A

08 Overall performance F1-

score of average human-
annotator, best human-
annotator as well as
language systems, SLM and
LSTM, for the Iliad and
Odyssey excerpts of the
questionnaire

06

Fl-score

04

0o -

Average human-annotator SLM Best human-annotator LST™M
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DISCUSSION ON THE CLASSIFICATION OF HOMERIC
TEXTS WITH SLM AND LSTM

LSMT

1.00

Language systems

SLM

0.83

Human interpretation

Human-annotators

0.755

Neural language models, such as the LSTM, perform remarkably well in the classification
between the Iliad and the Odyssey, both from traditional statistical language models and

from human-annotators who are somewhat familiar with Homeric texts.




0

CONCLUSION

%

1. Indeed, there are rhapsodies in both the Iliad and the Odyssey that show a greater linguistic

affinity than others with the entire epic.

2. The language models seem to distinguish some rhapsodies that have a greater deviation from
the 1linguistic style of the epics. This gives rise to further research to see 1if the
discrepancies are significant enough to indicate different paternity.

3. The Homeric hymn “To Aphrodite" shows the greatest linguistic affinity with the whole of the
Iliad and the Odyssey than the other hymns.

4. Artificial language models can more successfully categorize Iliad and Odyssey passages into
their respective subordinate work than the human interpretation.
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FUTURE WORK (Y

Enrichment of the questionnaire with more excerpts

Exploring the Homeric question with other categories of Neural

language models

Classification of Homeric passages among other ancient writers

(e.g., Hesiod)
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Thank you very much!

For any question, contact the following e-mails:

=  Fagsol Maria: marid.fassoi95@gmail .com

= John Pavlopoulos: annis.pavlo@gmail.com

= Maria Konstantinidou: Ronstantinidou.maria5@gmail.com
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